
Antibiotic resistance is increasingly 
threatening our ability to treat bacterial 
infections and to carry out various medical 
treatments and procedures, including 
chemotherapy, transplants and surgery, 
which require effective antibiotics to reduce 
complications. The emergence of antibiotic-
resistant bacteria limits the clinical use of 
antibiotics and, as resistant bacteria become 
more prevalent, there is an increasing 
concern that existing antibiotics will 
become ineffective against these pathogens1. 
Fortunately, awareness is increasing, and 
actions to tackle antibiotic resistance 
and remedy the funding gaps and market 
inefficiencies are discussed at international 
levels. In addition, initiatives are being taken 
to improve diagnostics and to promote the 
development of new antibiotics that have a 
more extended clinical lifetime1.

During the preclinical evaluation of new 
antibiotic candidates, the development of 
resistance is assessed in vitro with the aim 
of early detection and termination of drug 
candidates with which resistance develops 
too quickly. However, research into the 
specific factors that drive the evolution of 
antibiotic resistance in the laboratory and in 
the clinical setting has not been adequately 
incorporated into preclinical drug-testing 
programmes. Consequently, drug candidates 
that have the potential to be successful in 

drug development and that an evaluation of 
the potential for antibiotic resistance to be 
acquired through HGT should be included 
in early preclinical analysis.

Evolution of antibiotic resistance
Assessment of the evolution of resistance 
is a key step in the preclinical development 
of new antibiotics. Resistance can develop 
through two distinct paths: vertical evolution, 
whereby mutations that enhance antibiotic 
tolerance are selected for and are transmitted 
to the progeny (FIG. 1a); or horizontal 
evolution, whereby antibiotic resistance genes 
are acquired from other bacteria, through 
conjugation, transduction or transformation, 
and are subsequently transmitted to the 
progeny (FIG. 1b). The relative contribution 
of each of these evolutionary paths to the 
development of clinical resistance is not 
yet fully elucidated, but the comprehensive 
genomic characterization of human 
pathogens during past decades has shown 
that horizontal evolution contributes to the 
majority of current resistance problems2.

The evolution, transmission and 
maintenance of antibiotic resistance in 
a population of bacteria are driven by 
the complex interplay of several factors, 
including the rate at which resistance 
genes and mutations arise, the level of 
resistance that is conferred by the particular 
resistance mechanism, the relative fitness 
of the resistant mutant at different drug 
concentrations and the strength of various 
selective pressures that drive the evolution 
of resistance (FIG. 2). In addition, epistatic 
interactions (in which the effect of one gene 
locus is influenced by the presence of one 
or more modifier genes), the evolution of 
compensatory mutations, the development 
of cross-resistance, and co‑selection of 
genes that induce drug resistance or drug 
sensitivity with other genes, can influence 
the evolution of resistance. In this section, 
we briefly describe these processes 
and discuss how they contribute to the 
development of antibiotic resistance.

Basic factors. The rate at which resistance 
genes and mutations arise (also known as 
the mutation supply rate) is determined 
by population sizes, rates of mutation and 
HGT. The degree of genetic heterogeneity in 

the clinic may be wrongly dismissed, or 
antibiotics that may be rendered useless 
by the rapid acquisition of resistance 
genes could proceed through the drug 
development process.

In this Opinion article, we describe the 
various factors that influence the evolution 
of antibiotic resistance and discuss these 
factors in the context of early drug discovery, 
with the aim of encouraging an updated 
paradigm for assessing the evolution of 
resistance during the development of new 
antibiotics. We propose that the use of 
in vitro mutation rates as a predictor of the 
evolution of resistance should be replaced by 
a broader analysis of the major factors that 
can influence the evolution of resistance, 
including bacterial fitness (that is, the relative 
ability to survive, reproduce and propagate 
in an environment), infection dynamics, 
cross-resistance (that is, when resistance 
to one drug confers resistance to other 
drugs), co‑selection and horizontal gene 
transfer (HGT). This updated preclinical 
paradigm challenges established procedures 
and, by using additional risk-assessment 
criteria, it may provide better predictions 
to determine whether a drug candidate 
should advance to clinical development. In 
particular, we propose that drug candidates 
that show a high rate of formation of resistant 
mutants should not be discarded too early in 
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a bacterial population in humans is largely 
influenced by the rate at which mutations 
arise and potential bottlenecks during 
intra-host or inter-host transmission3. Our 
knowledge of bacterial population sizes 
in infected hosts is limited but, in cases in 
which they are known, there generally seem 
to be >108 bacteria per infected host per 
infection site4–8. As spontaneous mutation 
rates in bacteria are typically around 10−10 per 
nucleotide per generation, it is estimated that 
resistant mutants are likely to be present in 
the infecting population9–11.

The level of resistance that develops 
can vary depending on the resistance 
mechanism and the conditions under which 
resistance is measured. Some resistance 
mechanisms confer resistance levels that 
exceed the solubility limit of the antibiotic12, 
whereas other resistance mechanisms 
result in small increases in resistance that 
can only be detected with sensitive ‘time–
kill experiments’ that measure the rate at 
which bacteria are killed during exposure 
to an antibiotic13. Measuring the levels of 
resistance is complicated by the nonlinear 
shape of the pharmacodynamic response 
curve (that is, bacterial growth as a function 
of drug concentration) and how bacterial 
growth conditions affect the measured 

in the absence of antibiotic, which is typically 
analysed by measuring growth rates under 
different conditions3,21–23. However, there are 
also exceptions in which resistance seems 
neutral or beneficial to the fitness of the 
drug-resistant bacterium21,24. On the basis 
of the limited studies that have been carried 
out, it seems likely that measurements 
of bacterial fitness in the laboratory can 
be used as reasonable predictors for the 
evolutionary success of antibiotic-resistant 
bacteria in clinical settings. Indeed, the 
most common mutations — providing 
rifampicin and aminoglycoside resistance 
to clinical isolates of Mycobacterium 
tuberculosis and Staphylococcus aureus — are 
associated with the lowest fitness costs25–29. 
Furthermore, the fitness cost of a resistance 
mechanism might vary between species 
and influence the spread of resistance (for 
example, resistance to vancomycin). Indeed, 
in enterococci, the fitness cost is very low 
and antibiotic resistance dissemination is 
worldwide, whereas in S. aureus the fitness 
cost is high and very little spread has been 
observed30. Thus, fitness costs seem to 
inversely correlate with successful spread 
in clinical settings.

Bacteria in different environments are 
exposed to a range of various antimicrobial 
agents with time-variable and space-variable 
concentrations and, consequently, the 
strength of selection in natural settings is 
difficult to assess. Furthermore, as shown 
in recent in vitro evolution experiments, the 
outcome of evolution varies depending on 
whether it occurs at drug concentrations 
that inhibit pathogen growth (>MIC) or that 
allow the growth of both susceptible and 
resistant bacteria (<MIC)31. Thus, the rate 
of emergence of mutations and the type of 
mutants that are selected for during evolution 
differ between >MIC (lethal) and <MIC 
(non-lethal) selective pressures. Indeed, 
at high lethal antibiotic concentrations, 
rare mutations that provide a high level of 
resistance in a single genetic event have a high 
probability of being selected and transmitted 
to progeny, whereas, at non-lethal antibiotic 
concentrations, the selected mutants often 
result from an accumulation of multiple 
mutations that, when combined, result in 
a high level of resistance14,31–33. Importantly 
and paradoxically, the weaker the selection 
for resistance the stronger the enrichment for 
more problematic mutants that have a low 
fitness cost and mutator phenotypes (that 
is, an increased mutation rate owing to 
defects in DNA repair) that increase the risk 
of successful spread and further resistance 
evolution, respectively31.

resistance levels. For some resistance 
mechanisms, bacterial growth is unaffected 
by the use of increasing concentrations of 
antibiotic, whereas for other mechanisms, 
growth decreases progressively until the 
minimal inhibitory concentration (MIC) 
is reached14–18. A potential complication of 
such measurements is the presence of cases 
of resistance that is only induced in response 
to the antibiotic (also known as inducible 
resistance)19. Therefore, the relative fitness 
of resistant bacteria might be unaffected or 
might vary depending on the concentration 
of antibiotic20. Furthermore, several recent 
studies have shown that resistance may be 
dependent on environmental conditions 
(for example, through collective bacterial 
interactions or the presence of specific 
metabolites or growth conditions that can 
modulate and alter the phenotypic expression 
of a specific resistance mechanism20,21).

As shown by theoretical work, 
epidemiology and laboratory experiments, 
the relative fitness of a drug-resistant 
bacterium, both in the absence and 
presence of the drug, is a key parameter 
in determining its evolutionary success. 
Most experimentally examined resistance 
mechanisms result in decreased bacterial 
fitness compared with a susceptible ancestor 
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Figure 1 | Evolution of resistance. Resistance can evolve through two basic mechanisms: vertical 
evolution and horizontal evolution. a | Vertical evolution represents the emergence of de novo muta-
tions in the bacterial genome and their subsequent transfer to the progeny. Blue cells are antibiotic-
sensitive bacteria, whereas red cells are resistant to antibiotics. b | Horizontal acquisition of resistance 
genes, known as horizontal gene transfer, can instead occur through phage transduction, conjugation 
or natural transformation. Phage transduction is the process by which a bacteriophage attaches to a 
recipient bacterial cell and injects its viral DNA, which is then integrated into the chromosome. Bacterial 
conjugation occurs through direct contact between the donor and recipient bacterial cells, and medi-
ates the acquisition of conjugative plasmids and integrative conjugative elements. Natural transforma-
tion occurs when naked DNA is released by lysing donor cells and is subsequently taken up by the 
recipient bacterial cell. All of these genetic processes mediate the acquisition of mutations and/or 
genes (represented by red DNA tracts) that confer antibiotic resistance to the recipient bacterium. Blue 
cells are recipient bacteria, whereas red cells are donor bacteria.
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Additional key factors. Epistasis can also 
affect the outcome of the evolution of 
antibiotic resistance34,35. Epistasis makes 
it more challenging to predict potential 
antibiotic resistance phenotypes after 
mutation or HGT of genes into new 
genetic environments, and a greater 
understanding of the details of epistatic 
interactions could lead to better predictions 
of evolutionary outcomes and the resultant 
phenotypes. Epistatic interactions could 
affect the level of resistance or the relative 
fitness of a resistant mutant. For example, 
in vitro evolution experiments show that 
epistasis can decrease the fitness costs 
of mutations and confer resistance to 
different classes of antibiotics, including 
streptomycin, rifampicin, fusidic acid 
and ciprofloxacin36–45. It has been shown 
that epistatic interactions may constrain 
and direct the order in which antibiotic 
resistance mutations arise39,45–52. Similarly, 
epistasis has a role in maintaining plasmids 
that confer antibiotic resistance in bacteria. 
Typically, when a plasmid enters a naive 
host, it decreases its fitness; however, 
these costs can be reduced by subsequent 
genetic mutations in the plasmid or host 
chromosome, or a combination of both, 
thereby enhancing plasmid stability and 
persistence53–58. A specific variant of 
epistasis known as ‘collateral sensitivity’, 
in which the development of resistance 
to one antibiotic is associated with higher 
susceptibility to another antibiotic, can also 
influence resistance levels59–62. Collateral 
sensitivity seems to be a relatively common 
phenomenon; however, in most cases, the 
mechanisms remain poorly understood63–67.

Another complicating factor in 
predicting resistance evolution, which is 
difficult to quantify, is the co‑selection of 
one resistance gene with another resistance 
gene owing to their physical linkage. 
Co‑selection could occur when two or more 
genes are present on the same chromosome, 
plasmid, transposon or integron. Indeed, 
most antibiotic resistance plasmids carry 
multiple antibiotic resistance genes and a 
consequence of this genetic linkage is that 
selection for one of the antibiotic genes 
then selects for other linked resistance 
genes68–70. Therefore, co‑selection could 
decrease the effect of purifying selection 
(that is, selection against mutations and/or 
genes that are deleterious) on a resistance 
gene that is associated with a high fitness 
cost and, consequently, it could disassociate 
the development of resistance to a particular 
antibiotic from the use of that antibiotic. 
Such disassociation is supported by 

Current assessments are limited
In the development of new antibiotics, 
the current preclinical assessments of 
resistance largely focus on the acquisition 
of resistance by de novo mutations in 
conjunction with assessing the ability of 
the drug candidate to kill MDR pathogens. 
Studies of the evolution of antibiotic 
resistance are typically limited to determining 
the rate of acquisition of spontaneous 
mutations that confer resistance for a specific 
drug candidate and to determining the overall 
potential evolution of resistance through 
repeated exposure of a bacterial population 
to constant or increasing concentrations of 
the drug candidate. These approaches are 
beneficial in that they provide a well-defined 
readout of the potential genetic mutations 
that can confer resistance towards a particular 
drug. However, as outlined above, many 
other factors influence the evolution of 
resistance and therefore these approaches are 
too simplistic. We propose considering other 
factors that could be of greater importance in 
predicting future clinical resistance.

intervention studies in which a reduction 
in the clinical use of a particular class of 
antibiotics did not result in a decrease 
in the frequency of that resistance in the 
community71–73. Generally, co‑selection 
makes prediction very challenging, as the 
evolutionary success of the acquisition of 
a resistance gene or a mutation is not only 
influenced by the level of resistance and 
the fitness it confers but also by its genetic 
context and any selective pressures that act 
on the neighbouring genes. Furthermore, 
cross-resistance mechanisms (for example, 
porin mutations or the activation of 
antibiotic efflux systems) that confer 
resistance within and between different 
antibiotic classes or biocides could also 
complicate predictions by influencing 
resistance levels to many different drugs. 
Thus, as most pathogens are exposed to 
multiple antibiotics, simultaneously or 
sequentially, bacteria that are multidrug 
resistant (MDR) will generally be the 
most successful in terms of survival 
and multiplication.
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Figure 2 | Factors that determine the risk of evolution of antibiotic resistance. Each circle represents 
a hypothetical mutation or a horizontal gene transfer (HGT) event that leads to increased tolerance to a 
given antibiotic. The size of the circles represents the rate by which mutations or HGT events occur 
(corresponding to in vivo rate × population size). Their position on the y‑axis reflects the relative fitness 
imposed by the genetic change (classified as low, moderate or high), whereas the position on the x‑axis 
reflects the level of resistance conferred (classified as low, moderate or high). The blue and red shading 
indicate low and high-risk spaces with regard to development of antibiotic resistance. A HGT or mutation 
event in the red space is more likely to get fixed in a population in the presence of antibiotic as the 
imposed fitness cost is relatively low and the conferred increase in tolerance is high. The vertical dashed 
line indicates the clinical breakpoint for resistance, which is the antibiotic concentration that defines 
whether a bacterial species is predicted to be treatable with the antibiotic.
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There are two main reasons that make 
the prediction of antibiotic resistance based 
on the rate of acquisition of mutations of 
limited use. First, the methods that are 
currently used for assessing the probability 
of emergence of antibiotic resistance by 
mutation do not typically consider bacterial 
population sizes and within-patient 
dynamics, and they thereby overemphasize 
the importance of mutation rates in the 
emergence of antibiotic resistance genes. 
Indeed, in vitro mutation rates that were 
determined for our current repertoire of 
antibiotics span at least six logs (from ~10−11 
to 10−5 per cell per generation) at lethal drug 
concentrations (>MIC)16,74. Moreover, the 
rate by which resistance has appeared in 
clinical settings is not obviously correlated 
to the mutation rates that are observed 
in vitro (FIG. 3). This finding could imply 
that, for most pathogens, the probability of 
selection and fixation of a resistant mutant 
in a patient is not strongly limited by the rate 
of acquisition of a mutation. A reasonable 
explanation for this is that resistant mutants 
are generally present in the infecting 
bacterial population when treatment is 
initiated, and therefore the time necessary 
for a resistant mutant to appear is short.

The examples of mecillinam, 
fosfomycin and nitrofurantoin resistance 
in Escherichia coli provide an experimental 
illustration of this concept. These antibiotics 
are used for the treatment of uncomplicated 
urinary tract infections, and the rates 

cannot be enriched because they grow too 
slowly to remain in the bladder during 
antibiotic exposure owing to continuous 
urine production and normal urination 
patterns. A significant implication of this 
is that other parameters, that is, the fitness 
costs of resistance, the pharmacodynamic 
response and the infection dynamics, are 
more relevant for evaluating the risks of 
developing antibiotic resistance.

Another reason for why current 
assessments of resistance are limited 
is because the majority of resistance 
mechanisms that are observed in pathogens 
are conferred by HGT of pre-existing 
genes that mediate antibiotic resistance, 
and in vitro measurements of the rates 
of emergence of mutations cannot 
inform us of the antibiotic resistance 
that is linked to HGT. HGT enables 
distantly related organisms to exchange 
genetic material77 and can be mediated 
through three mechanisms: transduction, 
transformation and conjugation. The 
potential for a pathogen to acquire a 
resistance gene through HGT is dependent 
on the density and the genetic complexity 
of the bacterial community in which it 
resides and on the selective pressures that 
are present. For pathogens that typically 
inhabit high-density and high-complexity 
environments, such as the gastrointestinal 
tract, HGT is likely to be a significant 
contributor in the acquisition of genes 
that confer antibiotic resistance. Indeed, 
most of the clinically challenging antibiotic 
resistance genes that are found in common 
pathogens, such as β‑lactam resistance 
in S. aureus and Enterobacteriaceae and 
vancomycin resistance in enterococci, 
are horizontally acquired. The genes that 
confer these resistance phenotypes have 
been successful in their spread across the 
world, as highlighted by the rapid global 
spread of a specific class of β‑lactamases: 
the CTX‑M‑type extended spectrum 
β‑lactamase (ESBL) gene family78. 
Environmental metagenomic studies have 
found that genes that confer antibiotic 
resistance are prevalent in all environments, 
which suggests that the evolution of 
new resistance genes is not limited by 
the availability of functional antibiotic 
resistance genes79–82. Instead, factors such 
as mobilization of the potential antibiotic 
resistance gene, the fitness cost of the gene 
and the ecological overlap (that is, sharing 
of niches) between the recipient and donor 
environments seem to be important for the 
successful spread of horizontally acquired 
antibiotic resistance genes82,83.

of emergence of mutations that confer 
antibiotic resistance are very high (10−7 
to 10−5 per cell per generation). Owing to 
this high number of mutations in different 
genes, and the resulting high mutational 
rate, one would assume that resistance to 
these antibiotics should rapidly emerge16. 
In urinary tract infections, the population 
sizes range from 104 to 108 bacteria per ml 
of urine, resulting in total population sizes 
approaching 1010 in the full bladder15. With 
such large population sizes and great size of 
mutational targets, the expected number 
of resistant mutants in the population 
might be as high as 105 (population size 
1010 × mutation rate 10−5) when treatment 
is initiated, and mathematical modelling 
suggests that resistance would develop 
very often during treatment15,16,75,76. 
However, the use of these antibiotics is 
rarely associated with the development 
of antibiotic resistance during treatment. 
This can be fully explained by the fitness 
costs that are associated with the resistance 
mechanisms, the pharmacodynamic 
response and the dynamics of the bladder 
environment. Indeed, although resistant 
mutants continually appear at a high rate, 
the fitness cost that is associated with 
resistance reduces the growth rate of the 
bacteria below the threshold that is required 
for the pathogen to be maintained in the 
high flow-rate environment of the bladder. 
In other words, even though the resistant 
mutants are generated at high rates they 
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Figure 3 | The in vitro rate of resistance mutations does not correlate with the burden of resistance 
in the clinic. Time to first observed resistance from first use of the drug is plotted in the y‑axis as a 
function of the rate of emergence of spontaneous resistance mutations shown in the x‑axis. Time is 
shown in years, whereas the rate of mutation emergence is shown as the number of mutations per cell 
per generation. Note, that for some drugs, emergence of resistance was reported even before its clinical 
use. The data points are slightly jittered on both axes to avoid over-plotting. Data on mutation rate was 
obtained from REFS 15,16,76,90–96 and data on time to resistance was obtained from REF. 97.
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A new preclinical paradigm
As outlined above, the methods that are used 
for the preclinical assessment of the potential 
to evolve antibiotic resistance to new 
antibiotics are not adequate, as they largely 
disregard the role of HGT in the acquisition 
of antibiotic resistance and place too much 
emphasis on the rates of antibiotic resistance 
acquisition that are determined in vitro. 
Consequently, our decisions during drug 
development may be guided by clinically 
irrelevant parameters. Indeed, mecillinam, 
a broad-spectrum penicillin drug against 
which the frequency of antibiotic-resistant 
bacteria in clinical settings have remained 
low, would probably have been terminated 
at the preclinical stage on the basis of a very 
high rate of appearance of resistant mutants 
in laboratory tests84. Accordingly, we 
should be cautious of ruling out antibiotic 
candidates based solely on mutation 
rates without further investigation of the 
properties of these resistant mutants and 
the relevant infection dynamics. In addition, 
we are currently not adequately assessing 
the potential for horizontal evolution of 
antibiotic resistance, even though this 
evolutionary process can render ‘last-resort 
drugs’, such as the carbapenems, ineffective.

Below, we propose how the experimental 
approaches that are used to assess both the 
vertical and horizontal evolution of resistance 
can be improved to make better-informed 
preclinical decisions for continuing or 
discontinuing drug development.

Assessing vertical evolution of resistance. 
Several different factors influence the rate 
of emergence, spread and maintenance of 
any resistance gene, and a key question is 
which factors should be included in risk 
prediction. It is clear that mutation rates that 
are measured in vitro are poor predictors of 
clinical evolution of resistance — in particular 
for drugs that are associated with high rates of 
emergence of mutations. Furthermore, even 
though selective pressures, co‑selection and 
epistatic interactions may markedly influence 
how resistance evolves, they are difficult 
to assess in antibiotic resistance prediction 
studies during preclinical development, as it is 
largely unknown how strong a future selective 
pressure could be or which co‑selection 
processes or epistatic interactions might 
be important when a new antibiotic is 
introduced. Instead, we propose that the 
infection dynamics and mutation fitness 
costs in antibiotic-resistant bacteria should 
be considered to increase the relevance of 
risk predictions, simply because they are key 
parameters in determining rates of evolution 

qnrA and tetX, which confer resistance to 
β‑lactams, quinolones, tetracyclines and 
aminoglycosides, respectively) originate 
from environmental bacteria and have 
recently transferred to pathogens87,88. 
Thus, the most important question during 
the risk assessment of a new antibiotic 
is whether genes that could potentially 
mediate resistance to antibiotics already 
exist in the resistome (that is, the pool of all 
resistance genes that are present in a certain 
environment), in particular in environments 
in which the relevant human pathogens and 
potential donor bacteria are likely to interact.

Using functional metagenomic selection, 
in which expression libraries of metagenomic 
DNA are transformed into a relevant host 
and screened for phenotypic resistance, it 
is possible to investigate whether a specific 
environment harbours potential resistance 
genes against a new candidate drug86 
(FIG. 4a). This method can be expanded by 
using metagenomic libraries from different 
environments, with varying insert sizes 
and expression platforms. In addition, the 
screening can be carried out using different 
host bacteria and selection conditions, such 
as different growth media, growth conditions 
and selection strengths. By using these 
different screening methods, it is possible to 
reduce some of the biases that are associated 
with heterologous gene expression, such as 
differences in expression that are dependent 
on genetic background and/or the growth 
environment used for screening.

Although it is impractical to conduct 
metagenomic functional selections for 
all environments, we suggest that human 
microbiomes with which an infecting 
pathogen is likely to interact are investigated 
and screened. In addition, microbiomes 
that contain genetic material from diverse 
origins, such as those from waste water as 
well as the environments in which antibiotic 
producers are found, may be important to 
screen. Any identified antibiotic resistance 
gene represents a potential risk for the 
evolution and dissemination of clinically 
relevant antibiotic resistance89. Therefore, 
metagenomic HGT experiments also 
provide an opportunity to act as an early 
warning system for downstream surveillance 
studies. However, the magnitude of this risk 
is dependent on several factors (FIG. 4b–d), 
including ecological opportunity (contact 
between a potential donor bacterium and 
a recipient pathogen), in vivo HGT rates 
between the relevant species, the likelihood 
of fixation of the acquired DNA (which 
largely depends on the fitness costs of the 
transferred gene), and gene expression 

of resistance, and there are experimental 
tools with which to measure them. Mutants 
that have a high fitness cost are less likely 
to get fixed (that is, become the dominant 
type in the population) in a competitive 
environment, despite conferring high levels of 
antibiotic resistance. By contrast, mutations 
that confer low levels of antibiotic resistance 
can be fixed in the population if their fitness 
cost is low. Furthermore, the rate and 
efficiency of the evolution of compensatory 
mutations, which could restore fitness 
without the loss of antibiotic resistance, are 
key parameters in determining the long-term 
fate of resistant mutants21. A repertoire of 
methods is available that enables fitness 
costs and the process of evolution of 
compensatory mutations to be analysed 
under several different in vitro and in vivo 
conditions, both in the absence and presence 
of an antibiotic pressure21,85. Similarly, the 
infection dynamics (that is, bacterial growth 
and killing rates, and population sizes) can 
be studied in relevant in vitro and animal 
infection models together with spontaneous 
mutation rates. Experimental methods for 
determining spontaneous mutation rates can 
be used to determine the probability that a 
resistant mutant emerges and becomes the 
dominant type in bacterial population in a 
specific host environment. Implementation 
of these approaches could revive antibiotic 
candidates that were discarded during 
drug development owing to a high rate 
of emergence of resistance mutations 
in vitro9,15,16.

Assessing horizontal evolution of resistance. 
Despite the emergence of clinically relevant 
antibiotic resistance being most commonly 
the result of horizontal acquisition of 
resistance genes, assessment of the risk 
of acquisition of genes that confer antibiotic 
resistance is rarely carried out for new 
candidate antibiotics. This is surprising 
given that the methodology that is required 
to carry out such testing already exists86. 
Several parameters that affect HGT need to 
be considered, including whether potential 
resistance genes exist in nature, the possibility 
for HGT that is determined by niche 
constraints, the rate of HGT and the fitness 
effects on the host following HGT (FIG. 4).

Several recent studies have shown that 
all environments, including those without 
human influence (for example, tundra and 
caves), contain genes that confer resistance to 
the majority of antibiotics that are currently 
in use79,80. Similarly, it has been shown 
that several clinically relevant antibiotic 
resistance genes (for example, ctx‑m, 
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occurring at a sufficiently high level to confer 
clinically relevant antibiotic resistance to the 
pathogen. All of these parameters, except for 
ecological opportunity, can be experimentally 
determined to provide the basis for a rational 
risk assessment. Ecological opportunity can 
be partially assessed using bioinformatics 
approaches that compare metagenomic 
datasets from diverse environments to a 
selected database comprising the gene or 
genes that, when overexpressed, can cause 
resistance to antibiotics.

regards to time and cost, these assessments 
have the potential to add substantial value 
to antibiotic development programmes 
at the preclinical stage. Indeed, such 
an integrative approach to preclinical 
assessment of evolution of resistance should 
enable improved clinical predictions and 
help inform decisions during the drug 
development process.

Moreover, the proposed integrated 
framework may also re‑activate shelved 
antibiotic development programmes that 
were once considered too prone to develop 
resistance based on traditional methods. 
Indeed, antibiotics with a high emergence of 
resistance mutations, as determined in vitro, 
may not be prone to develop antibiotic 
resistance in the clinic. As evidenced by the 
example of mecillinam, the fitness cost of 
antibiotic resistance mutations and infection 
dynamics substantially affect clinically 
relevant evolution of resistance and must be 
considered along with the characterization 
of the rate of acquisition of resistance 
mutations. Accordingly, we believe 
that the proposed change in preclinical 
characterization of antibiotic resistance 
evolution will improve the long-term 
efficiency of antibiotic drug development.
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